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Redundancy Technique in DSS RT 

Replication Policy Erasure Coding 
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Storage Policies 
A Scenario using Erasure Codes  for DSS 

There are three kinds of Video data：1）Metadata；2）HD Video data；3）
Others. The metadata are with huge volume, need high availability，but lower 
access speed and concurrent access number. The others are obtained by 
transformation of HD Video data. Based on the above requirement, the 
storage policies are as follows： 

① Use RS code, RS(7, 4) code, for Metadata.  Divided one metadat file into 4 

bulks，and generate 3 parity bulks. The storage efficiency is 57%； 

② Use 3x storage policy for HD Video data, and the storage efficiency is 33%. 

③ Use 2x storage policy for the others, and the storage efficiency is 50%. 

演示者
演示文稿备注
HD Video: High Definition Video.



Traditional Repair 

Example: a (4,2) MDS distributed storage code 



Traditional Repair 



Repair by Regerating Codes 



Distributed Storage Systems 

Repair Procedure Analysis 
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[1] [2] [3] Problem 

The tradeoff between 
storage size 𝛼𝛼 and repair 
bandwidth γ. 

When β = 1，𝑑𝑑 < 2𝑘𝑘 − 3 
There exist no MSR 
code by exact repair 

model. 
---------------------- 

Interference Alignment 
---------------------- 
When 𝑑𝑑 ≥ 2𝑘𝑘 − 1，

MISER Code. 

1. High Complexity for  
decoding and repairing. 

2. High repair degree 
3. High repair delay 

Product Matrix             
---------------------- 

When 𝑑𝑑 ≥ 2𝑘𝑘 − 2，The 
Construction of MSR. 
Arbitrary (n, k, d) MBR 

Code. 

MSR(Minimum Storage Regenerating)： 
 
 
MBR(Minimum Bandwidth Regenerating)： 
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Regenerating codes were first proposed by Dimakis in [1]. This paper point out the there is a tradeoff between storage and repair bandwidth. Two extreme point are MSR point and MBR point. Two regenerating codes named MSR code and MBR code are proposed according to the two points.

There are two methods to construct MSR code: Interference Alignment and Product Matrix. Please refer to [2] and [3]. However, Interference Alignment should satisfies 𝑑≥2𝑘−1, and Product Matrix should satisfies 𝑑≥2𝑘−2. 

But so far, there are still many problems for the existing constructions of MSR codes. Such as high complexity for decoding algorithm, concurrent access, high repair degree and high repair delay.

Next we will talk HSP(Hybrid Storage Policy) and analyze its factors. 



Without loss of generality, let  
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Product Matrix 

  

n d dn
C M
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• 𝑪𝑪：Code Matrix 
• Every row represent one node 
• 𝛼𝛼 symbols stored in ith  node 

•     ：Coding Matrix 
• Prepared before encoding 

• M ：Message Matrix 
• Contains the B source symbols, with some repeated symbols 

Ψ



Product Matrix 
• Construction of [n,k,d] MBR code, 
• Explicit MSR Code for all 𝑛𝑛, 𝑘𝑘,𝑑𝑑 
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• Message Matrix(Symmetric) 
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• Encoding Matrix 
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Product Matrix 
When node f  is failed, we need to recover t

f Mϕ

Helper node i passes:  t
i fMϕ ϕ

After receive data from d nodes: ( )d d fMϕ×Ψ

( )  is invertibled d×Ψ

fMϕ

 is symmetricM

t
f Mϕ

Similarly, we can do data-reconstruction at each DC 



Product Matrix 
• Construction of [n,k,d=2k-2] MSR code, 1 / 2, ( 1), 1k d Bα α α β= − = = + =
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• Encoding Matrix 
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Product Matrix 
When node f  is failed, we need recover 1 2[  ]t t t t

f f f f f fM S Sφ λ φ φ λ φ= +

Helper node i passes:  t
i fMϕ φ

After receive data from d nodes: ( )d d fMφ×Ψ

( )  is invertibled d×Ψ
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Similarly, we can make Data Reconstruction at each DC, where      is important. Λ

It is easy to construct [n,k,d>2k-2] MSR codes from [n,k,2k-2] MSR codes 



Interference Alignment 

Systematic [4,2,3] MISER code,  1 2,  4, 1d k B kα α β= − + = = = =

44332211 uauauaua +++ 44332211 ubububub +++

44332211 udududud +++44332211 ucucucuc +++ 21,uu

1u 2u

4u3u

44332211 ufufufuf +++

44332211 ugugugug +++

4433 ueue +

2211 ufuf +

2211 ugug +

Interference 
components aligned 

MISER code: a systematic MDS code that achieves the lower bound 
on repair bandwidth for the exact repair of systematic nodes. 



Interference Alignment 
The construction of systematic [6,3,5] MISER code,  9 ,31 ===+−= αα kBkd

1) Encoding Matrix of each node 


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• Encoding matrix of node m 
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Interference Alignment 
The construction of systematic [6,3,5] MSR code,  9 ,31 ===+−= αα kBkd

For example, 7

5 4 1
 2 5 4 , which is a Cauchy matrix  .

3 2 5
Let over F

 
 Ψ =  
  

2) Data Regeneration: To regenerate the i-th systematic node, each of 
the remaining nodes passes their respective i-th symbol.  



Interference Alignment 
• [2k,k,2k-1] MISER code,  2 ,1 kkBkkd ===+−= αα

• [n,k,n-1] MISER code, where n>=2k  

• [n,k,d] MISER code, where 2k-1<=d<=n-1,  when the set of helper 
nodes includes all remaining systematic nodes. 
 

• When 𝛽𝛽 = 1, there does not exist an exact [n,k,d] MSR code for 2 3d k< −



Factors in DSS 

 Repair Bandwidth 

 Disk I/O Read 

 Storage Efficiency 

 Repair Degree 

 Repair Delay 

 



Factors in DSS 

 Repair Bandwidth 

 Disk I/O Read 

 Storage Efficiency 

 Repair Degree 

 Repair Delay 

 

1. Increase disk life 
2. Reduce repair delay 



Hybrid Storage Policy(HSP) 

Factor of HSP 

Maximum concurrency ability 
for data access 

Approximate maximum 
Storage efficiency if data 
encoded by MSR codes 

Minimum repair degree 

Optimal repair bandwidth if 
using MSR codes 

Parity Data 

Uncoded 
Data 

Hybrid Storage Policy 

Parity Data 

Uncoded 
Data 

Parity Data 

Uncoded 
Data 

Parity Data 

Uncoded 
Data 

Parity Data 

Uncoded 
Data 



Hybrid Storage Policy(HSP) 

Factor of HSP 

Maximum concurrency ability 
for data access 

Approximate maximum 
Storage efficiency if data 
encoded by MSR codes 

Minimum repair degree 

Optimal repair bandwidth if 
using MSR codes 

Assume the size of file is M = 500𝑀𝑀𝑀𝑀, which is 
divided into 10 bulks ([b1,⋯, b10]), each size is 
50𝑀𝑀𝑀𝑀,  let the transfer rate be 10𝑀𝑀𝑀𝑀/𝑠𝑠, then 
 Repair Bandwidth: 
                       HSP: 5/s 
            Traditional:10/s(Maximum) 
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[4] Wu Y. A construction of systematic MDS codes with minimum repair bandwidth[J]. Information 
Theory, IEEE Transactions on, 2011, 57(6):3738-3741 

Hybrid Repair and Construction[4] 

2 ,   message .kX F the original vector∈
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Hybrid Repair and Construction[4] 



A General Construction 

Inherit advantage of Hybrid Storage 
Policy  

Strengths 

Large encoding field, high complexity of 
repair algorithm. 

Can not use traditional decoding 
algorithm after several times of nodes 
repairing.  

weakness 

Hybrid Repair and Construction[4] 



Repair Model 

• Functional Repair 

• Hybrid Repair 

• Exact Repair 

Functional Repair 

Hybrid Repair 

Exact Repair 



Functional Repair 

Functional Repair Example: 



Problems 

Question 

By hybrid storage policy,  do there exist exact-repair MSR codes for 𝛽𝛽 = 1 𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼 = 2?  If 
we can find this code, what are the advantages compare with that under hybrid repair 
model? 

 
 

[4]
( 1)

Bd
k d k

γ =
− +

 
 1d k α= − +

When the distributed storage system is homogeneous  

𝐿𝐿𝐿𝐿𝐿𝐿 𝛽𝛽 = 1. There is no exact-repair 
MSR codes when 𝑑𝑑 < 2𝑘𝑘 − 3 

For 𝛽𝛽 = 1 and 𝛼𝛼 = 2,  there is no exact repair 
MSR code when 𝑘𝑘 ≥ 5 ,  



Problems 

Question 

By hybrid storage policy,  do there exist exact-repair MSR codes for 𝛽𝛽 = 1 𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼 = 2?  If 
we can find this code, what are the advantages compare with that under hybrid repair 
model? 

When 𝑘𝑘 ≥ 5，𝛽𝛽 = 1 𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼 = 2, there is no 
exact-repair MSR code. 

𝑘𝑘 = 2，[4, 2, 3] HMSR Code 

𝑘𝑘 = 3，[6, 3, 4] HMSR Code 

𝑘𝑘 = 4，[8, 4, 5] HMSR Code 

Liang S, Yuan C, Kan H. Linear Exact-repair Construction of Hybrid MSR Codes in Distributed Storage 
Systems[J]. IEEE Communications Letters 18(7): 1095-1098 (2014) 



HMSR Code Under Exact 
Repair Model 

𝒌𝒌 = 𝟐𝟐，[4, 2, 3] HMSR Code 

𝑘𝑘 = 3，[6, 3, 4] HMSR Code 

𝑘𝑘 = 4，[8, 4, 5] HMSR Code 

Hybrid MSR(HMSR) Code 

Construction 

Repair 



HMSR Code under Exact 
Repair Model 

𝑘𝑘 = 2，[4, 2, 3] HMSR Code 

𝒌𝒌 = 𝟑𝟑，[6, 3, 4] HMSR Code 

𝑘𝑘 = 4，[8, 4, 5] HMSR Code 

Hybrid MSR(HMSR) Code 

Construction 

Repair 

We prove that any 4 out of 5 available nodes 
could repair the failed node with the minimum 
repair bandwidth. 

 where S A B C D E F= + + + + +



HMSR Code Under Exact 
Repair Model 

𝑘𝑘 = 2，[4, 2, 3] HMSR Code 

𝒌𝒌 = 𝟑𝟑，[6, 3, 4] HMSR Code 

𝑘𝑘 = 4，[8, 4, 5] HMSR Code 

Hybrid MSR(HMSR) Code 

Repair 



HMSR Code Under Exact 
Repair Model 

𝑘𝑘 = 2，[4, 2, 3] HMSR Code 

𝒌𝒌 = 𝟑𝟑，[6, 3, 4] HMSR Code 

𝑘𝑘 = 4，[8, 4, 5] HMSR Code 

Hybrid MSR(HMSR) Code 

Comparison 

Product Matrix[3] ours 

Required Finite Field 𝐹𝐹𝑞𝑞 , 𝑞𝑞 ≥ 13 𝐹𝐹2 

Disk I/O Reading in 
Repairing Process 

8 5 

Concurrency Access Good Best 

Disk I/O Reading for 
Repairing Two Failed 

nodes 
8 6 



HMSR Code Under Exact 
Repair Model 

𝑘𝑘 = 2，[4, 2, 3] HMSR Code 

𝑘𝑘 = 3，[6, 3, 4] HMSR Code 

𝒌𝒌 = 𝟒𝟒，[8, 4, 5] HMSR Code 

Hybrid MSR(HMSR) Code 

𝑑𝑑 = 2𝑘𝑘 − 3 Unknown 



Thank you ! 

Hybrid MSR(HMSR) Code 
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