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Abstract 

In this talk, we present an overview of a new geometric framework for the general problems of selecting 

informative features from high dimensional data. The key message is that such problems need to be studied 

in the space of distributions of the data, for which, we develop a geometric structure that provides powerful 

insights. With this approach, we discuss a few different formulations of feature selection: as a universal 

inference problem with unknown statistical models, as generalized Renyi maximal correlation, or as 

decomposition of common information into “orthogonal modes”. We show that these different formulations 

share the same structure of solution, which is an SVD (Singular Value Decomposition) structure with strong 

geometric insights. This effort to connect different formulations helps to establish new operational meanings 

of information metrics in the context of feature selection and inference, as well as defining new semantic-

aware information metrics. We demonstrate an algorithm designed based on this approach, which is flexible 

enough to handle any data type, particularly multi-modal data with different types, time-scales, and qualities. 

It offers the provably optimal inference performance, as well as the minimum sample complexity. We also 

show that the theoretic framework based on the geometric structure can be used to understand many existing 

feature selection algorithms, including PCA, CCA, Compressed Sensing, and Logistic regression.  
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