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with the convention that $\log \frac{a_i}{0} = \infty$. Moreover, equality holds if and only if $\frac{a_i}{b_i} = constant$ for all $i$. 
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- The two inequalities are equivalent.
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