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- A network can be expressed as a directed graph $G = (N, A)$
  1. $N$ denotes the set of nodes (routers or switches)
  2. $A$ denotes the set of directed arcs.

  Arcs represent the communication link between nodes.
SESSIONS IN A NETWORK

Unicast transmission—One host sends and the other receives.

Broadcast transmission—One sender to all receivers.

Multicast transmission—One sender to a group of receivers.
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Path-based formulation for the problem of finding an constrained multicast sub-graph

\[ \min \sum_{e \in E} c_e z_e \]

s.t. \[ \sum_{p \in P(k)} f(p) = R, \quad \forall k \in K, \]

\[ z_e = \max_{k \in K} \left( \sum_{p \in P(k)} \delta_e(p)f(p) \right), \quad \forall e \in E, \]

\[ 0 \leq z_e \leq u_e, \quad \forall e \in E, \]

\[ \max_{p \in P(k)} (W^{(k)}(p)) \leq U^{(k)}, \quad \forall k \in K. \]

\[ W^{(k)}(p) = \sum_{e \in p} w_e, \quad \forall p \in P(k), \]

\[ 0 \leq f(p), \quad \forall p \in P(k). \]
Path-based formulation for the problem of finding an constrained multicast sub-graph

\[
\begin{align*}
\min & \quad \sum_{e \in E} c_e z_e \\
\text{s.t.} & \quad \sum_{p \in P^{(k)}} f(p) = R, \quad \forall k \in K, \\
& \quad z_e = \max \left( \sum_{k \in K} \delta_e(p) f(p) \right), \quad \forall e \in E, \\
& \quad 0 \leq z_e \leq u_e, \quad \forall e \in E, \\
& \quad \max_{p \in P^{(k)}} \left( W^{(k)}(p) \right) \leq U^{(k)}, \quad \forall k \in K, \\
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**Path-based formulation for the problem of finding an constrained multicast sub-graph**

\[
\begin{align*}
\text{min} & \quad \sum_{e \in E} c_e z_e \\
\text{s.t.} & \quad \sum_{p \in P^{(k)}} f(p) = R, \quad \forall k \in K, \\
& \quad z_e = \max_{k \in K} \left( \sum_{p \in P^{(k)}} \delta_e(p) f(p) \right), \quad \forall e \in E, \\
& \quad 0 \leq z_e \leq u_e, \quad \forall e \in E, \\
& \quad \max_{p \in P^{(k)}} (W^{(k)}(p)) \leq U^{(k)}, \quad \forall k \in K. \\
& \quad W^{(k)}(p) = \sum_{e \in p} w_e, \quad \forall p \in P^{(k)}, \\
& \quad 0 \leq f(p), \quad \forall p \in P^{(k)}.
\end{align*}
\]

- Minimizes total cost
- Flow conservation
- Coded packet Rate
- Capacity constraint

**End-to-end weight**
Path-based formulation for the problem of finding an
consstrained multicast sub-graph

\[
\begin{align*}
\min & \quad \sum_{e \in E} c_e z_e \\
\text{s.t.} & \quad \sum_{p \in \mathcal{P}(k)} f(p) = R, \quad \forall k \in K, \\
& \quad z_e = \max (\sum_{p \in \mathcal{P}(k)} \delta_e(p)f(p)), \quad \forall e \in E, \\
& \quad 0 \leq z_e \leq u_e, \quad \forall e \in E, \\
& \quad \max_{p \in \mathcal{P}(k)} (\mathcal{W}(k)(p)) \leq U(k), \quad \forall k \in K, \\
& \quad \mathcal{W}(k)(p) = \sum_{e \in p} w_e, \quad \forall p \in \mathcal{P}(k), \\
& \quad 0 \leq f(p), \quad \forall p \in \mathcal{P}(k).
\end{align*}
\]

- Minimizes total cost
- Flow conservation
- Coded packet Rate
- Capacity constraint
  \[ \text{End-to-end weight} \]
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The problem is also NP-hard. Because a constrained shortest path problem can be reduced to it.

The problem can be solved in a distributed method.

The proposed algorithm includes:

- Column generation method to find upper bounds on the optimum objective value
- Relaxation method to find lower bounds on the optimum objective value
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In a single multicast session, the delay usually assume a fixed deterministic value.

In multiple multicast sessions, the delay usually assumed to be stochastic.
Each session $m \in M$ is identified by the source-destination pair $(s_m, T_m, R_m)$,
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2. $T_m$ is the set of receivers of session $m$
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Each session $m \in M$ is identified by the source-destination pair $(s_m, T_m, R_m)$,

1. $s_m$ is the source node
2. $T_m$ is the set of receivers of session $m$.
3. $R_m$ is multicast rate.
Assume that the random variable $d_e$ is characterized by:
1. Mean, $\bar{d}_e$, 
2. Variance, $\sigma^2_e$

Let $P_{m,k}$ denote the collection of all directed paths from source node, $s^m$, to destination node, $k$, in session $m$.

The end-to-end statistical delay of path $p \in P_{m,k}$ is defined as follows:

$$D_{m,k}(p) = \sum_{e \in p} d_e.$$ (3)
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 Bounds on end-to-end statistical delay constraints

- Assume that the random variable $d_e$ is characterized by:
  1. Mean, $\bar{d}_e$,
  2. Variance, $\sigma^2_e$

- Let $P^{m,k}$ denote the collection of all directed paths from source node, $s^m$, to destination node, $k$, in session $m$.

- The end-to-end statistical delay of path $p \in P^{m,k}$ is defined as follows:

$$ D^{m,k}(p) = \sum_{e \in p} d_e. $$ (3)
**STATISTICAL DELAY CONSTRAINTS**

- $D_{m,k}^{max}$ denotes the maximum tolerable delay,
- $\beta_{m,k}^{max}$ denotes the violation probability of the delay constraint from source node, $s^m$, to destination node, $k$, in session $m$,

\[
\Pr(D_{m,k}^{max}(p) \leq D_{m,k}^{max}) = 1 - \beta_{m,k}^{max}. \tag{4}
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$\beta_{m,k}$ denotes the violation probability of the delay constraint from source node, $s^m$, to destination node, $k$, in session $m$,

$$Pr(D_{m,k}(p) \leq D_{max}^{m,k}) = 1 - \beta_{m,k}.$$ (4)
$,D_{max}^{m,k}$ denotes the maximum tolerable delay,

$\beta_{m,k}$ denotes the violation probability of the delay constraint from source node, $s^m$, to destination node, $k$, in session $m$,

$$Pr(D_{m,k}(p) \leq D_{max}^{m,k}) = 1 - \beta_{m,k}.$$  (4)
Using Markov’s inequality, we have:

\[ Pr(D_{m,k}^m(p) \geq D_{m,k}^{m,k}) \leq \frac{E(D_{m,k}^m(p))}{D_{m,k}^{m,k}}, \quad (5) \]

- \( E(D_{m,k}^m(p)) = \sum_{e \in p} \bar{d}_e \).
- Hence, \( \text{Delay}(p) \) for path \( p \in P_{m,k}^m \) is defined as follows:
  \[ \text{Delay}(p) = \begin{cases} \frac{\sum_{e \in p} \bar{d}_e}{D_{m,k}^{m,k}}, & \text{if } f(p) > 0, \\ 0, & \text{Otherwise.} \end{cases} \]
Using Markov’s inequality, we have:

\[ Pr(D_{m,k}^m(p) \geq D_{m,k}^{m,k}) \leq \frac{E(D_{m,k}^m(p))}{D_{m,k}^{m,k}} \]  

\[ E(D_{m,k}^m(p)) = \sum_{e \in p} \bar{d}_e. \]

Hence, Delay(p) for path \( p \in P^{m,k} \) is defined as follows:

\[ \begin{align*}
\text{Delay}(p) &= \left\{ \begin{array}{ll}
\frac{\sum_{e \in p} \bar{d}_e}{D_{m,k}^{m,k}}, & \text{if } f(p) > 0, \\
0, & \text{Otherwise.}
\end{array} \right.
\]
Using Markov’s inequality, we have:

\[
Pr(D_{m,k}^m(p) \geq D_{m,k}^{\text{max}}) \leq \frac{E(D_{m,k}^m(p))}{D_{m,k}^{\text{max}}} \tag{5}
\]

\[E(D_{m,k}^m(p)) = \sum_{e \in p} \bar{d}_e.\]

Hence, \(Delay(p)\) for path \(p \in P_{m,k}^m\) is defined as follows:

\[
\text{Delay}(p) = \begin{cases} 
\frac{\sum_{e \in p} \bar{d}_e}{D_{m,k}^{\text{max}}}, & \text{if } f(p) > 0, \\
0, & \text{Otherwise.}
\end{cases}
\]
Using Markov’s inequality, we have:

\[ Pr(D_{m,k}^m(p) \geq D_{max}^m) \leq \frac{E(D_{m,k}^m(p))}{D_{max}^m}, \]  

\[ E(D_{m,k}^m(p)) = \sum_{e \in p} \bar{d}_e. \]

Hence, \( Delay(p) \) for path \( p \in P_{m,k}^m \) is defined as follows:

\[ Delay(p) = \begin{cases} \frac{\sum_{e \in p} \bar{d}_e}{D_{max}^m}, & \text{if } f(p) > 0, \\ 0, & \text{Otherwise.} \end{cases} \]
**Bounds on end-to-end jitter constraints**

- **Jitter** can be defined as the maximum difference between the real-time packet delay and mean delay computed empirically.
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The probability that the path, \( p \in P_{m,k} \), satisfies the jitter constraint is

\[
Pr\left( |D_{m,k}(p) - E(D_{m,k}(p))| \leq J_{m,k} \right) = 1 - \alpha_{m,k}
\]

Using Tchebichev’s inequality, we have

\[
Pr\left( |D_{m,k}(p) - E(D_{m,k}(p))| \geq J_{m,k} \right) \leq \frac{V(D_{m,k}(p))}{(J_{m,k})^2}
\]

where \( V(D_{m,k}(p)) \) is the end-to-end delay’s variance.
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where \( V(D^{m,k}(p)) \) is the end-to-end delay’s variance.
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- The probability that the path, \( p \in P^{m,k} \), satisfies the jitter constraint is

\[
Pr(|D^{m,k}(p) - E(D^{m,k}(p))| \leq J^{m,k}) = 1 - \alpha^{m,k}
\]

- Using Tchebitchev’s inequality, we have

\[
Pr(|D^{m,k}(p) - E(D^{m,k}(p))| \geq J^{m,k}) \leq \frac{V(D^{m,k}(p))}{(J^{m,k})^2}
\]

where \( V(D^{m,k}(p)) \) is the end-to-end delay’s variance.
The probability that the path, $p \in P^{m,k}$, satisfies the jitter constraint is

$$\Pr(|D_{m,k}^{m,k}(p) - E(D_{m,k}^{m,k}(p))| \leq J_{m,k}) = 1 - \alpha_{m,k}$$

Using Tchebitchev’s inequality, we have

$$\Pr(|D_{m,k}^{m,k}(p) - E(D_{m,k}^{m,k}(p))| \geq J_{m,k}) \leq \frac{V(D_{m,k}^{m,k}(p))}{(J_{m,k})^2}$$

where $V(D_{m,k}^{m,k}(p))$ is the end-to-end delay’s variance.
With assuming independent delays for each link, we have

$$V(D_{m,k}^m(p)) = \sum_{e \in P} \sigma_e^2$$

Jitter($p$) for path $p \in P_{m,k}^m$ is defined as follows:

$$\text{Jitter}(p) = \begin{cases} \frac{\sum_{e \in P} \sigma_e^2}{(J_{m,k})^2}, & \text{if } f(p) > 0, \\ 0, & \text{otherwise}. \end{cases}$$
With assuming independent delays for each link, we have

\[ V(D^{m,k}(p)) = \sum_{e \in p} \sigma_e^2 \]

Jitter\((p)\) for path \(p \in P^{m,k}\) is defined as follows:

\[
\text{Jitter}(p) = \begin{cases} 
\frac{\sum_{e \in p} \sigma_e^2}{(J^{m,k})^2}, & \text{if } f(p) > 0, \\
0, & \text{ Otherwise.}
\end{cases}
\]
With assuming independent delays for each link, we have

\[ V(D_{m,k}^p) = \sum_{e \in p} \sigma_e^2 \]

Jitter(p) for path \( p \in P_{m,k} \) is defined as follows:

\[ \text{Jitter}(p) = \begin{cases} \frac{\sum_{e \in p} \sigma_e^2}{(J_{m,k})^2}, & \text{if } f(p) > 0, \\ 0, & \text{Otherwise.} \end{cases} \]
RELATIONSHIP BETWEEN $x$ AND $z$

- Then, the link flow, $x_{e}^{m,k}$, can be written into the path flows as follows:

$$x_{e}^{m,k} = \sum_{p \in P^{m,k}} \delta_{e}^{m,k}(p)f(p). \quad (6)$$

- Coded packet rate injected on link $e$ for session $m$ is as follows:

$$z_{e}^{m} = \max_{k \in T^{m}} \left( \sum_{p \in P^{m,k}} \delta_{e}^{m,k}(p)f(p) \right),$$
Then, the link flow, $x_{e}^{m,k}$, can be written into the path flows as follows:

$$x_{e}^{m,k} = \sum_{p \in P_{m,k}} \delta_{e}^{m,k}(p)f(p).$$

Coded packet rate injected on link $e$ for session $m$ is as

$$z_{e}^{m} = \max_{k \in T^{m}} \left( \sum_{p \in P_{m,k}} \delta_{e}^{m,k}(p)f(p) \right),$$
**Path-based formulation**

\[
\begin{align*}
\min & \quad \sum_{e \in A} \sum_{m \in M} c_e \max_k \left( \sum_{p \in P_{m,k}} \delta_{e}^{m,k}(p)f(p) \right) \\
\text{s.t.} & \quad \sum_{p \in P_{m,k}} f(p) = R^m, \\
& \quad z_e^m = \max_k \left( \sum_{p \in P_{m,k}} \delta_{e}^{m,k}(p)f(p) \right), \\
& \quad 0 \leq \sum_{m \in M} z_e^m \leq u_e, \\
& \quad \max_{p \in P_{m,k}} \{\text{Delay}(p)\} \leq \beta_{m,k}, \\
& \quad \max_{p \in P_{m,k}} \{\text{Jitter}(p)\} \leq \alpha_{m,k},
\end{align*}
\]

- Minimizes the total cost
- Flow conservation constraint
- Coded packet rate constraint
- Capacity constraint
- Delay constraints
- Jitter constraints
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\text{s.t.} & \quad \sum_{p \in P_{m,k}} f(p) = R^m, \\
& \quad z_e^m = \max_{k \in T^m} \left( \sum_{p \in P_{m,k}} \delta_{e,k}^m(p) f(p) \right), \\
& \quad 0 \leq \sum_{m \in M} z_e^m \leq u_e, \\
& \quad \max_{p \in P_{m,k}} \{\text{Delay}(p)\} \leq \beta_{m,k}, \\
& \quad \max_{p \in P_{m,k}} \{\text{Jitter}(p)\} \leq \alpha_{m,k},
\end{align*}
\]
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Path-based formulation

\[
\begin{align*}
\min & \sum_{e \in A} \sum_{m \in M} c_e \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta^{m,k}_e(p)f(p) \right) \\
\text{s.t.} & \sum_{p \in P^{m,k}} f(p) = R^m, \\
& z^m_e = \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta^{m,k}_e(p)f(p) \right), \\
& 0 \leq \sum_{m \in M} z^m_e \leq u_e, \\
& \max_{p \in P^{m,k}} \{\text{Delay}(p)\} \leq \beta^{m,k}, \\
& \max_{p \in P^{m,k}} \{\text{Jitter}(p)\} \leq \alpha^{m,k},
\end{align*}
\]

- Minimizes the total cost
- Flow conservation constraint
- Coded packet rate
- Capacity constraint
- Delay constraints
- Jitter constraints
**Path-based formulation**

\[
\begin{align*}
\min & \sum_{e \in A} \sum_{m \in M} c_e \ \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta^{m,k}_e(p)f(p) \right) \\
\text{s.t.} & \quad \sum_{p \in P^{m,k}} f(p) = R^m, \\
& \quad z^m_e = \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta^{m,k}_e(p)f(p) \right), \\
& \quad 0 \leq \sum_{m \in M} z^m_e \leq u_e, \\
& \quad \max_{p \in P^{m,k}} \{\text{Delay}(p)\} \leq \beta^{m,k}, \\
& \quad \max_{p \in P^{m,k}} \{\text{Jitter}(p)\} \leq \alpha^{m,k}, \\
& \quad f(p) \geq 0.
\end{align*}
\]

- Minimizes the total cost
- Flow conservation constraint
- Coded packet rate
- Capacity constraint
- Delay constraints
- Jitter constraints
**Path-based formulation**

Minimizes the total cost
- Flow conservation constraint
- Coded packet rate
- Capacity constraint
- Delay constraints
- Jitter constraints

\[
\begin{align*}
\min & \quad \sum_{e \in E} \sum_{m \in M} c_e \max_{k \in T^m} \left( \sum_{p \in P^m,k} \delta_{e,k}^m(p)f(p) \right) \\
\text{s.t.} & \quad \sum_{p \in P^m,k} f(p) = R^m, \\
& \quad z_e^m = \max_{k \in T^m} \left( \sum_{p \in P^m,k} \delta_{e,k}^m(p)f(p) \right), \\
& \quad 0 \leq \sum_{m \in M} z_e^m \leq u_e, \\
& \quad \max_{p \in P^m,k} \{\text{Delay}(p)\} \leq \beta_{m,k}, \\
& \quad \max_{p \in P^m,k} \{\text{Jitter}(p)\} \leq \alpha_{m,k}, \\
\end{align*}
\]
**Path-based formulation**

\[
\begin{align*}
\min & \sum_{e \in E} \sum_{m \in M} c_e \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta_{e,k}^m(p)f(p) \right) \\
\text{s.t.} & \quad \sum_{p \in P^{m,k}} f(p) = R^m, \\
\quad & \quad z_e^m = \max_{k \in T^m} \left( \sum_{p \in P^{m,k}} \delta_{e,k}^m(p)f(p) \right), \\
\quad & \quad 0 \leq \sum_{m \in M} z_e^m \leq u_e, \\
\quad & \quad \max_{p \in P^{m,k}} \{\text{Delay}(p)\} \leq \beta_{m,k}^m, \\
\quad & \quad \max_{p \in P^{m,k}} \{\text{Jitter}(p)\} \leq \alpha_{m,k}^m,
\end{align*}
\]

- Minimizes the total cost
- Flow conservation constraint
- Coded packet rate
- Capacity constraint
- Delay constraints
- Jitter constraints
Minimizes the total cost

Flow conservation constraint

Coded packet rate

Capacity constraint

Delay constraints

Jitter constraints
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- The problem is NP-hard. Because, a two-constraint knapsack problem can reduce to it.
- The proposed algorithm is based on a primal and dual decomposition methods.
  - Primal decomposition method provides an upper bound of the objective value.
  - Dual decomposition method provides a lower bound of the objective value.
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